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Abstract—Code duplication or code clone plays an important role 
in software engineering .Code cloning is known as copying the code 
fragments and then reuse it by pasting with or without modifications 
.The code cloning make the software programming easier but it 
effects on the maintenance of the software system. It also leads to the 
bad quality of software system. To detect the similar code the various 
technique are used like Text- based, Tree-based, PDG-based and 
Metric-based. Most previous work on clone detection has focused on 
finding identical clones, and insertion/deletion/modification clones. 
However it is often important to find code similarity percentage of 
two files. In this paper, therefore we calculated different parameters 
to quantify code similarity. 
In this paper we used number of parameters 1.Euclidean distance 
2.Co-relation 3.Chi-square 4.Cosine similarity 5.Proportional 
similarities which are evaluated to detect the code similarity. The 
used approach transforms the source program into tokens and then 
parameters are calculated on grid formed from detected Tokens .All 
the parameters detect the similarity very well but it has been 
observed that Euclidean distance is best suitable to detect the 
similarity among all evaluated parameters. Case study of c program 
was evaluated. 
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1. INTRODUCTION 

In software development, programmers frequently reuse the 
code fragments. Copying the original code and then paste it 
with or without modifications. These code fragments which 
are identical or similar are called code clones. Clones are 
shown to be harmful in software maintenance phase and 
evaluation. According to the previous research about 7%-23% 
code in software is cloned. Code cloning is problematic in 
software maintenance phase, as it increases error in the 
software [7, 8]. If the error find in one code, we have to check 
the cloned code also to correct error. It increases the 
maintenance cost and effort. It also degrades the code quality. 
It also leads to the bad design of the software due to the 
presence of bugs. Hence we need to detect the clones of the 
code and the detection process is known as clone detection. [5, 
6, 8] 

For the detection of clones, number of techniques has been 
proposed. The Text-based approach is simple and easier to 

detect the clone. In this the two code fragments are compared 
with each other to find the same text/strings. Token-based in 
which the source code is broken into tokens and then on these 
tokens operations are applied to detect the clones. In Tree-
based approach source program is parsed into the sub-trees, 
then the matching process is applied on the sub-trees and 
similar trees are returned as cloned. Program Dependency 
Graph (PDG) contains the control flow and data flow 
information of program and hence carries the semantic 
information. In this technique, on the basis of data flow 
information graphs are obtained from the source program and 
by using the matching algorithm similar sub-graphs are 
retuned as clones. Metric-based approaches calculate the 
different matrices and compare them instead of comparing the 
code directly. These all the previously used techniques detect 
the types of code clones but do not give the percentage of 
similarity between two codes. [7, 8, 9] 

In this paper, an approach for evaluating the different 
parameters to calculate the similarity between two programs is 
proposed. Rather than detecting the Types of code clones, 
number of parameters are used to find the similar values in 
numeric form. In this proposed approach, Token-based 
technique is applied. The source codes are broken into the 
token, then token list is prepared on which these parameters 
are applied. The proposed approach is efficient to calculate the 
similarity percentage between the original and cloned code. 

This paper includes five sections. Section 2 describes the 
related terminologies which are used in proposed work. 
Section 3 gives the details of the proposed approach. Section 4 
gives the results analysis from the proposed work. Section 5 
gives conclusion and directions for the future work. 

2. RELATED TERMINOLOGY 

1. Euclidean distance 
It calculates the distance between two points. Euclidean 
distance is used to calculate the original and cloned tokens. 
The Euclidean distance between them is calculated as:- 

D (u, v) = ||u-v||2 = √∑i=0
k (u-v) 2 
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In Euclidean distance similarity of two codes is related to their 
lengths (means detected tokens). That if the counted tokens in 
the two codes are very long, their distances are likely to be 
longer, but they might be similar as well. If their distances are 
small then they are similar and similarity percentage is 
evaluated according to their obtained values. 

2. Co-relation  
It refers to any of a broad class of statistical relationships 
involving the dependencies. It gives the relationship between 
the two codes. Co-relation function is used to find the 
dependencies between two codes. It is the measure of 
similarity of two codes. It gives the values between the 1 and -
1.Co- relation between the two codes given by:- 

R= 1/ (n-1) ∑ (u- ū/ su) (v-ῡ/sv) 

The positive value indicates the greater association between 
the two codes means their codes are similar. The negative 
value or 0 indicate that there is no relationship between the 
two codes and they are dissimilar. 

3. Chi-square  
It designed to arrange the numeric values and values are 
counted and divided into categories. 

Chi-Square test is also used to detect the similarity. Chi-square 
basically calculates the difference between the original and 
cloned code. In this original code is taken as the observed 
value and cloned code is taken as the expected value. Chi-
square is calculated as:- 

C= diff/sum = (diff=sum (sum ((u-v). ^2))) 

Sum = sum (sum (u + v)) 

The value lies between 1 and 0. Value 1 show that both code 
are similar but value less than or equal 0.5 show the 
dissimilarity between the codes. 

4. Cosine –similarity function 
It is the measure of similarity between two vectors.Cosine- 
similarity function is a measure of similarity between the two 
vectors by measuring the cosine angle between them. If the 
value is greater than codes are similar otherwise they are 
dissimilar. The result lies between the 1 and 0. Cosine 
similarity formula is given by:- 

CosSim = ∑i=1
k ui ×vi / (√∑i=1

k ui × √∑i=1
k vi ) 

5. Proportional –similarity function 
This function is modified to prevent the incorrect zero 
similarity. Proportional –similarity function is used to 
compare the token marks (keywords, punctuators etc.). The 
function is modified to prevent the incorrect the zero 
similarity. Given two occurrence counts u and v (u>=v). Their 
proportional similarity is defined as 

ProSim = (1/(u+1)) + (1/(v+1)) 

3. PROPOSED APPROACH  

A. In the token based approach code broken (transformed) 
into the tokens. The numeric values are calculated to find 
the similarity percentage of the two codes. 

Fig. 1. Show the flowchart of the proposed approach. It 
consists of four steps which are given in detail in this section.  

 

Fig. 1: Flowchart of the proposed approach 

B.  Steps followed in the Proposed Approach 
1. Source code selection. 
In the source code the two programs are taken on which token 
based technique is applied. One code is taken as the original 
and another one is taken as cloned. The cloned or copied code 
is taken is three different ways 1. By deleting the comments, 
blank lines, layouts. 2. By changing the variables names, 
constants, class, methods or so on. 3. By adding or deleting 
some statements in the original code. 

2. Generation of token list 
The both files are broken into the tokens and a numeric values 
are calculated as the token present in both programs. Token 
list comprises of keywords, operators, punctuators, identifiers, 
literals. 

Keyword contains the (1) decision statements (2) control 
statements (3) nested loops etc. Operator defined by the (1) 
addition/ subtraction /multiplication/division. (2) Greater then, 
less then equal to and many more. Punctuators defined by (1) 
array subscript, braces, asterisk, colons, semicolons. 
Identifiers and Literals values are also calculated. 
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3.  Storage of values and Selection of parameters 
The calculated token values are stored in database and also 
stored in grid form. The various parameters are selected for 
the calculation of similarity. Now these parameters are 
calculated on grid formed from detected tokens. 

4. Similarity percentage 
These parameters give the similarity of the original code and 
cloned code. Similarity is lies between 0 and 1. 

C. Parameters used in similarity calculation 
The following parameters are used in the proposed approach 
for similarity calculation. These parameters are detailed with 
their mathematical used formula. 

C. Calculating The Similarity 
The similarity of two programs is calculated on the grid 
formed from the detected tokens. We broke both the program 
into token and sort them according to their used frequencies in 
both the programs. Then used frequencies are put into one list 
of one program. On these values parameters are applied. 

In the proposed method we use the frequencies differently and 
calculate them separately. Token list contains the keywords, 
operators, punctuators, identifiers, and literals separately of 
both the files. In this approach we applied all parameters 
differently on each token. Keyword list is compared with the 
keyword and parameters are calculated. Similarly others are 
also calculated in same way. The two programs are same 
written with same logic but different with some statements, 
identifiers, method used. We compares them to find the 
similarity between them. 

  
 

Program 1    Program 2 

These both programs are compared with each other to find the 
similarities. 

 

Table 1: Similarity between keywords. 

Parameters name Calculated values Case study 
Euclidean distance 0 Keywords present in 

both c programs Co-relation 1 
Chi-square 0.734 
Cosine Similarity 0 
Proportional 
Similarity 

1 

 

Table 2: Similarity between Operators. 

Parameters name Calculated values Case study 
Euclidean distance 1.56 operators present 

in both c programsCo-relation 1 
Chi-square 0.534 
Cosine Similarity 0 
Proportional Similarity 0 

 
Table 3: Similarity between punctuators 

Parameters name Calculated values Case study 
Euclidean distance 1.234 Punctuators 

present in both c 
programs 

Co-relation 1 
Chi-square 0.534 
Cosine Similarity 1 
Proportional Similarity 0 

 
Table 4: Similarity between identifiers 

Parameters name Calculated values Case study 
Euclidean distance 0 identifiers present 

in both c 
programs 

Co-relation 1 
Chi-square 0.122 
Cosine Similarity 1 
Proportional Similarity 1 

 

Table 5: Similarity between literals. 

Parameters name Calculated values Case study 
Euclidean distance 1.34 literals present in 

both c programs Co-relation 0 
Chi-square 0.23 
Cosine Similarity 0 
Proportional Similarity 0 

 
The above five Table gives the similarity between tokens after 
applying the parameters. 

4. ANALYSIS FROM RESULTS 

The results are calculated from the proposed approach shown 
above in tables. The similarity calculated from the five 
parameters shown differently. The keywords similarity table 
shows that keywords are slightly taken similar in both 
programs. 
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The operators are differently used in both programs. The  

Punctuator values are almost similar. Use identifiers taken 
very much similar in both programs. Literals values are taken 
differently in both programs. 

From the above discussion we can say that there is codes are 
similar to each other, as the parameters values lies between the 
0 and 1. 

Table 6: Analysis from the obtained results 

Parameters name Calculated values Case study 
Euclidean distance 1.34 Total tokens present 

in both programs Co-relation 1 
Chi-square 0.567 
Cosine Similarity 0 
Proportional 
Similarity 

1 

  
The above table shows the total calculated similarity between 
both the programs, on total token frequencies used in the 
program. 

5. CONCLUSION AND FUTURE WORK 

Different parameters are used like Euclidean distance, Co-
relation, Chi-square, Cosine similarity, Proportional 
similarities which are evaluated to detect the code similarity. 
From analysis and results we can say that about 60% to 70% 
both the codes are similar. All the parameters calculate the 
similarity very well. But it has been observed that the 
Euclidean distance is best parameter to calculate the similarity 
percentage. 

In future this approach can be applied to the large source code. 
Also, similarity can be applied on the different Types of code 
clones. On the basis of similarity precision and recall values 
can also be detected. 
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